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1 Introduction

In recent years, in situ biorestoration has emerged as the most promising technology for

the treatment of contaminated groundwater. Numerous field and laboratory studies have
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indicated that indigenous microorganisms degrade harmful compounds in both aerobic and
anaerobic aquifers, and control contaminant movement: see (14, 23, 27, 28] and the references
therein. In situ biorestoration involves the enhancement of these natural processes by
introducing dissolved oxygen and/or other nutrients into the system. As discussed in a
recent Environmental Protection Agency ( EPA) report [27], in situ biorestoration is effective

for several reasons:

1) it is environmentally sound. generally producing no toxic byproducts,

2) it typically results in complete degradation of contaminants,

3) it utilizes indigenous microflora and does not introduce potentially harmful organisms,

4) it is fast, safe, and generally economical,

and
5) the treatment moves with the groundwater.

An example of the advantage of this process over standard technology is the Ambler, Penn-
sylvania field site [22). Here, a gasoline si)i.ﬂ was remediated in 10 months by biorestoration,
whereas standard “pump and treat” technology was estimated to take 100 years.

The biorestoration process is physically and chemically complex, involving transport and
interaction of substrate, dissolved oxygen, and microorganisms. Many factors must be con-
sidered, such as the characteristics of the organisms, the primary substrate and nutrients,
cometabolic sﬁbstrates, contaminant concentration and location, available electron accep-
tors, and environmental conditions, including sorption, ion exchange, the effect of colloidal

particles, s0il pH and mineral composition, temperature, rock heterogeneity, and fractures.
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Much of the field and laboratory data used to estimate these effects is incomplete and/or
inexact, and is scale-dependent.

Presently, a major research empbhasis is in laboratory column and batch reactor ex-
periments and intermediate scale laboratory studies (28] to understand and quantify the
sorption and biodegradation kinetics. Because in-depth studies on a field scale are expen-
sive, mathematical modeling serves as a valuable link between the experimental studies and
scientific theory. It is especially useful in 1) understanding the mechanisms of interactive
transport, sorption, and biodegradation, 2) analyzing the sensitivity and significance of var-
ious parameters in a model and providing insight into field data collection activities, and
3) efficiently investigating various strategies for remediation and mitigation.

The governing equations describing these processes are coupled nonlinear partial differ-
ential equations involving transport, biodegradation, and sorption of substrates, transport
and utilization of dissolved oxygen and other nutrients, and the metabolic dynamics and
possible transport of microorganisms. In the next section, we discuss some of the spe-
cific mathematical models which have been proposed by Molz, Widdowson, and Benefield
(20], Borden and Bedient (1], and Kindred and Celia [14]. In Section 3, we describe a nu-
merical method for approximately solving the governing equations arising from the latter
two formulations: In our algorithm, an accurate mixed finite element method is used to
calculate the flow field. A time-splitting procedure is then employed to solve the transport-
biodegradation equations. Transport is approximated by a modified method of character-
istics, and the reactions are treated as a system of ordinary differential equations, which
are solved by integration in time. Finally, in Section 4, we present numerical results for

vertical cross-sectional flow. In these studies, we are particularly interested in the effects






of spatially varying hydraulic conductivity, and spatially varying organic carbon content,

which influences adsorption.

2 Mathematical models

Various mathematical models have been proposed for describing the biodegradation process.
In this section we briefly discuss those proposed by Borden and Bedient, Molz, et al, and
Kindred and Celia. The latter two models generalize the first; each model includes the
biodegradation terms as sources and sinks in the transport equations.

Borden and Bedient, and Mblz, et al, have formulated equations for aerobic systems with
two nutrients (substrate and dissolved oxygen). Borden and Bedient based their model on
the Monod kinetics. This formulation describes degradation of a single organic compound
and dissolved oxygen utilization by microbes. Molz, et al, incorporated a biofilm model of
Rittman and McCarty [24] which describes the growth, uptake, and degradation of con-
taminants within a consortium of microbes which are attached to the soil particles. This
approach consists of five coupled equations describing substrate transport, dissolved oxygen
transport, utilization of substrate and dissolved oxygen by microcolonies, and microcolony
evolution, and requires the knowledge of nineteen input parameters. By assuming that
substrate and d.iss;)lved oxygen utilization are constant multiples of substrate and dissolved
oxygen in solution, this model reduces essentially to that of Borden and Bedient.

An extension of these models to include anaerobic biodegradation has been developed
by Kindred and Celia {14]. They also generalize the aerobic metabolism with uptake to

multiple organic energy substrates, and include cometabolism of nongrowth substrates by






aerobic bacteria. The Michaelis-Menten model of uptake kinetics is assumed, and uptake
inhibition is included.

All of these models treat sorption as a linear equilibrium isotherm and assume no inter-
action between sorption and biodegradation.

Numerical simulations using these models have been implemented by the above men-
tioned researchers. Borden and Bedient (1] and Rifai [23] have modified the Konikow-
Bredeheoft [15] code to simulate aerobic biodegradation by assuming an instantaneous sto-
ichiometric biochemical oxidation of the soluble organics. Widdowson, et al [32], employ a
first-order, finite difference Eulerian-Lagrangian scheme for transport, and use a Newton-
Raphson method to treat the nonlinear reaction terms. Their transport scheme is equivalent
to a finite difference modified method of characteristics, as analyzed by Douglas and Russell
(10].

The one space dimensional numerical experiments by Celia, et al [2], utilize an “op-
timal test function” approach which is closely related to the H~! Galerkin method [11].
Biodegradation is treated by quadratic extrapolation in time.

Of the above, Borden and Bedient, Rifai, and Widdowson, et al, have compared their
numerical results with field data. In all of the above mentioned simulations, a constant flow
field was assumed.

We would also like to mention more recent numerical work in this area by MacQuarrie,
et al [16], and MacQuarrie and Sudicky [17)].

Another numerical method for approximating the Borden and Bedient equations has
been formulated by Wheeler and Dawson [30]. This work represents extensions of earlier

work of Douglas and Russell (10], Russell (25], Russell, et al [26], and Chiang, et al (4] to






transport-biodegradation systems. Numerical experiments utilizing this method have been
reported in (6, 7, 8, 30, 31). In the next section, we discuss this method in the context of

more general biodegradation models.

3 Numerical Method

In this section, we describe a numerical procedure for solving a general transport-biodegradation
model, assuming linear instantaneous adsorption of substrate. This procedure is applicable
to the Borden and Bedient model and the various models proposed by Kindred and Celia.
We do not discuss application to the formulation of Molz, et al, however, time-splitting may
be employed in this context as well.

We denote by S;,i = 1,...,m,, the concentrations of various substrates in solution; O
represents the concentration of dissolved oxygen; N;, i = 1,...,m,, denotes the concen-
trations of various other nutrients and electron acceptors (such as nitrate and assimilatory
nitrogen), and B;, i = 1,...,m,, the concentrations of various bacterial species.

Let S = (51,...,8m,), N = (M,...,Nm,), and B = .(Bl,...,B,m). The equations
describing biodegradation of substrates, utilization of dissolved oxygen and nutrients, and

microbial metabolism can be written in general form as

RS-% = Rst(syoyNoB)’ i-—- 1,-°'1m-” . (1)
% = RO(S,0, N, B), @)
de:’i=RNi(S’OyN,B)’ i=1y~--7mﬂ’ (3)






and

dB; .
Ty = RB(S,0,N,B), i= 1,...,my, (4)

where R, is the retardation factor for substrate i due to adsorption. We note that, in
certain cases, the right hand side terms may not explicitly depend on all of the variables.

Combining (1)-(3) with linear transport and instantaneous adsorption we obtain the

following system of equations,

¢Rs.%—fi-v~(DV5;—u5e)=¢RS;, i=1,...,m,, (5)
¢%—? -~ V- (DVO - u0) = $RO, (6)

N;
¢aa—t—V-(DVN,'—uN,') =@¢RN;, i=1,...,m,, (7

u=-KVh, (8)
and
V-u=0, (9)

where D = D(u) is the diffusion/dispersion tensor, which includes the effects of molecular
diffusion and longitudinal and transverse dispersion, u = (u1,u2)T = Darcy velqcity, h =
hydraulic head, K = hydraulic conductivity, and ¢ = porosity. Here we have neglected
hydraulic source terms (wells) which may also be included in the system of equations.
Combining (5)-(9) and (4) with appropriate initial and boundary conditions completes the

mathematical description of the problem. Note that we have assumed microbe transport






is negligible. If this is not the case, we obtain equations of the form (5) for those species
which are t.ra.nsported.

Solving these equations numerically involves the treatment of sharp fronts, hetero-
geneities, physical dispersion, and time scale effects. In particular, biodegradation generally
needs to be approximated on a much smaller time scale than advection and dispersion. All
of these difficulties must be handled in a robust and computationally efficient fashion. We
feel that the approach described below satisfies these requirements. The algorithm we ha;ve

implemented is as follows:

(1) Accurate Darcy velocities and head are calculated using a higher-order mixed finite

element procedure.
Steps (2) and (3) are repeated N times where N At = final time:

(2) Afinite element modified method of characteristics is used to treat each of the transport

equations, i.e., (5)-(7) with right hand sides set to zero.

(3) The biodegradation equations (1)-(4) are treated as a system of ordinary differential
equations, where a second-order, explicit Runge-Kutta method is employed, using

many small time steps.

In this paper, we consider only two space dimensions; however, the methodology is easily
extendable to three space dimensions.

The approximating spaces we use in step 1 are the Raviart-Thomas spaces with r = 1.
That is, the hydraulic head approximation is a discontinuous, piecewise bilinear function on
a tensor product, rectangular grid. The z-component of velocity (y-component) is approxi-

mated by a continuous, piecewise quadratic function in z(y) and a discontinuous, piecewise
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linear function in y(z). The dimension of these spaces is approximately 12NN, where N,
and N, are the number of intervals in the z and y directions respectively; for more de-
tails, see [9]. These approximating spaces for hydraulic head and velocity yield higher order
convergence rates than the standard cell-centered finite differences (i.e., Raviart-Thomas
approximating spaces with r = 0), and do not introduce any grid orientation effects. More-
over, in the mixed finite element method, hydraulic conductivity is treated in an integral
formulation, which allows for more accurate modeling of highly varying conductivities. A
complete analysis of the mixed formulation and superconvergence results can be found in
(21].

The time-splitting algorithm outlined in steps 2 and 3 for solving the transport-biodegradation
equatjons (5)-(7) is most conveniently described by considering a single component, which
we denote as C. Let Rc be the retardation factor for component C, with the convention
that for non-substrates, Rc = 1, and let Y = ¢Rc. Let At > 0, and t™ = nAt, for some
integer n > 0. Assume C™ = C(t") is known, and C™*! = C(t" + At) is desired. Thus, we

want to solve
ac
¢§-V-DVC+U'VC=¢RC (10)

for t® < t < t"*! with initial condition C". We time-split (10), approximating biodegrada-
tion and transport sequentially; denote the biodegradation solution by C* and the transport
solution by C. First, we solve the system of ordinary differential equations for biédegrada—
tion given by (1)-(4), which has components of the form

RS = Re(s,0.x.B). (11)

This system is solved for t* < t < t*! with component initial conditions C*(t") = C™. Note
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that since microorganisms are not transported, this completes the step for these components.
Next, transport of substrate. dissolved oxygen, and other nutrients is modeled by solving

equations of the form
¢%—?-v-(ové-ué) = 0, t" <t <t (12)
cit™) = C'(t"+1).
This two step procedure gives C(t"*!) which is an approximation to C™+!.

We approximate C™ for each n in the finite element space of continuous, piecewise
bilinears on a rectangular mesh. which we denote as M. The system of ordinary differential
equations corresponding to (11) is solved at each node in the finite element mesh, using an
explicit, second-order Runge-Kutta method with time step At,, which is generally much
smaller than the transport time step, depending on the stiffness of the system (11). These
solutions are interpolated to obtain an approximation to C*(t"*!) in M,, denoted by
Cr(tn+1).

The .transport solutions are approximated using a finite element modified method of
characteristics (MMOC). Let (-,-) denote the L? inner product on Q. Applying (9), we

rewrite (12) as

aC Y 79C _ -
¢E+u-vé= ¥? + |u| 3—1'-V DVC, (13)

where 4€ is a directional derivative. Denote by Cr*! € My, the approximation to C(tn+h).

We determine Cp*! by

Anel _ AN
(wc’?—m_c-i,v) + (DVCR*,Vu) =0, veE My, (14)
where
Ch(x)=Ch(x - ;—E:—;—At, t"*1). (15)
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Note that (14) is obtained from (13) by integrating by parts and approximating the r
derivative using backward differencing in time.

For more details on this time-splitting procedure, and for theoretical error estimates,
see (30]. The MMOC has been analyzed extensively for transport problems, see (5] and the
references therein, and comparisons with analytical solutions can be found in [4].

One major advantage of the MMOC over other transport procedures is that large time
steps can be taken, without loss of accuracy or stability, because the time truncation error
is O(At|lerr||), where ||c,.|| is the L? norm of the second derivative of the solution in
the r-direction [10]. This term is generally much smaller than the time truncation error
for standard second order in time procedures. By using time-splitting, we are able to
approximate each piece of the calculation, namely, transport and biodegradation, with an
appropriate numerical method, and an appropriate time step. The error analysis given in
[30] for the time-splitting procedure discussed here shows that, for sufficiently smoath C,

the L? norm of the error at any time level is O(Rh? + At + At?).

4 Numerical results

The numerical method described above has been applied to the simulation of vertical cross-
sectional flow. In these studies, we have concentrated on two aspects of the problem,
namely, the effects of variable hydraulic conductivity, and the effects of spa.tially varying
retardation. For simplicity, we consider the mathematical model of Borden and Bedient.
Thus, we simulate the flow of dissolved oxygen and a single substrate, and the interaction

of these components with a single microbial population.
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Biodegradation in this model is assumed to satisfy the Monod kinetics, as given in the

following system of ordinary differential equations:

dS - ) 0
R _=_B.k. = vy ’

s (Ks-'r-S)(Ko-i-O) RS(0, S, B) (16)
dO H 5 O -
d_t__B.k.p.(Ks+5)(Ko+O)=RO(O,5,B), (17)

and

dB - S 0
dt B.k'Y.(1(5+5)(Ko+0)_b'3+39

= RB(0,S,B), (18)

where k¥ = maximum hydrocarbon utilization rate per unit mass microorganisms, ¥ =
microbial yield coefficient, K's = hydrocarbon half saturation constant, Ko = dissolved
oxygen half saturation constant, b = microbial decay rate, and F = ratio of dissolved
oxygen to hydrocarbon consumed. The last term on the right side of (18), By, is a small
growth term which assures that microbes do not become extinct. Combining (16)-(18) with
(5), (6), (8), and (9) completes the definition of the mathematical model.

As seen in (5), the assumption of linear, instantaneous adsorption gives rise to a retar-

dation factor for substrate, which is given by

Rs =1+ pKq/d, (19)

where p; is the bulk mass density (g/cm3), and K is the distribution coefficient (em3/g),

see [12]. The latter term can be expressed as
Kd = Kocfocv (20)

where K, is the soil partition coefficient normalized to the organic carbon content of the

soil, and f,. is the fraction of organic carbon in the soil.
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Field studies indicate that f,. may vary between .01% and 1% within a field site (3], thus
foc varies spatially, sometimes by orders of magnitude. Since no precise spatial representa-

tion for fo. is known, we will make three different assumptions on the spatial distribution

of organic carbon:
1) foc is uniform.

2) The values of f, satisfy certain statistical properties; f,. values at various spatial loca-
tions were generated stochastically using a code developed by D. Moissis. In this code,
the user specifies correlation length, mean, and standard deviation. A spatially cor-
related, log-normal distribution of values is then generated. Finally, a small amount

of random noise is added. For more details on this algorithm, see (19].

3) Values of fo. decrease with depth. This assumption is based on the fact that organic
carbon content is proportional to the amount of humic substance in the soil, which is

more prevalent near the surface.

The expected effect of varying f,. spatially is to induce another level of variation into the
effective velocity for the substrate.

Karickhoff, et al [13], showed that reasonable partition coefficients (K,) could be de-
duced from the oc-:ta.nol/ water pa.rtitioﬁ of the chemical, K,.,. They presented the following

relationship between K,. and K.,
log Ko = log Koy — 0.21. (21)

Values for K, can vary widely, depending on the substrate. For benzene, toluene, and

xylene, K,, varies from 135 — 1500 ¢cm3/gm [18]. Moreover, for porosities in the .2-.4
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range, py varies between 1.6 — 2.1 g/cm>. Given these ranges of values for Kouw, ps, and f,.,
the retardation factors for different compounds may vary between 1 and 129.

In the numerical simulations described below, the physical domain Q is a rectangular
cross-section of an aquifer, 260 feet long and 6 feet deep. Hydraulic head is specified on
the left and right edges of 9, and no-flow boundary conditions are assumed at the top
and bottom; the head drop is 7.5 feet from left to right. Gravitational effects are not
included, since density differences are negligible. In the transport equations, concentrations
of dissolved oxygen and substrate are specified on the inflow (left) boundary, and at the

right boundary we assume
¢RcCi+u-VC =0, C=0,S:; (22)

thus, substrate and dissolved oxygen are transported out of the domain through the right
boundary. Substrate concentration is assumed to be zero at the inflow boundary, and

dissolved oxygen concentration is given by

O(z = 0,1) = t/20 (days) » 40 mg/l, 0 <t < 20, (23)

40 mg/l, otherwise.
Initially, no dissolved oxygen is present in the aquifer, and constant substrate and microbe
concentrations 6f 6 and .002 mg/l, respectively, are assumed. Values for porosity, longitu-
dinal and transverse dispersion, and the reaction coefficients are given in Table 1. These
values remain constant throughout all of the simulations described below. Moreover, for all
of the runs described below, except where noted, an 82 by 25 point-centered nonuniform

mesh was employed, and the transport time step was .5 days, while the reaction time step

was .00625 days.
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In (19), we set py = 2 gm/em3, and K, = 259.5 cm?®/g. Corresponding to assumptions

1-3 on f,. discussed above, we will consider five different functional forms for f,.:
I- foc = 0, thus Rs = 1.
II. foc =.001, giving Rs = 2.73.

II. fo varying stochastically, with mean 1.2 * 1074, standard deviation of 1.6 » 104,
minimum of 0, and maximum of 1.34 » 10~3. This results in a retardation factor

varying between 1 and 3.3, with mean 1.2. The correlation length in this case is

roughly 10 feet.

IV. foe varying stochastically, with mean 9.6 » 10~4, standard deviation of 9.6 » 10—,
minimum of 3 * 10~* and maximum of 7.9 * 10~-3. This results in a retardation factor

varying between 1.5 and 14.667, with mean value 2.7. Again, the correlation length

is 10 feet.

V. foc varying linearly with depth, with f,. = .5% at the top of the aquifer, and f,. = 0
at the bottom. This leads to a retardation factor varying linearly between 1 and 9.7,

and decreasing with depth. The arithmetic mean retardation factor is 5.35.
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é 3

a .6 ft

Q¢ .001 ft

k 1.7 /day

F 3

Y 5

Ks .13 mg/1
Ko .1 mg/1

B; | 2+107° mg/l/day
b .01 /day

Table 1: Values of Physical Parameters.

We first consider a homogeneous medium, where K = 1.9 %1073 ¢m/sec, and demon-
strate the effects on transport and biodegradation of varying retardation spatially. In Fig-
ures la through le, we have contoured substrate concentration at time 250 days, for foc as
given in I through V, respectively. Examining these results, we see that larger values of Rg
result in slower flow of substrate, and varying Rs spatially causes substantial perturbation
of the concentra.tion profile. In each case, a “reaction zone” develops, which moves with
the flow, where O and S are nonzero, and biodegradation occurs. This zone is relatively
narrow in these simulations, since line drive flow is modeled. For Rs values close to 1,
the reaction zone is extremely thin at any fixed time, since dissolved oxygen and substrate
move at roughly the same speed. In fact, the predominant mixing effect in this situation is

physical dispersion. As Rg gets larger, the zone widens. Dissolved oXygen moves at a faster
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rate than substrate, and overtakes it, allowing for biodegradation to occur over a larger
spatial region. However, the amount of biodegradation which can occur at any fixed point
in space is actually reduced by increased adsorption. This dichotomy is reflected in ( 16)
and will be examined in more detail below. We also note that, in the higher retardation
cases II and IV, the substrate profile shows a steeper front than in the lower retardation
cases [ and III, compare Figures 1b and 1d with F igures la and lc. The reasons for this are
two-fold. First, effective dispersion (D/Rs) levels are lower in cases II and IV; moreover,
more biodegradation is occurring at the leading edge of the front in these cases than in
cases [ and III, due to the increased overlapping of dissolved oxyéen and substrate caused
by retardation. Thus, the smooth edges of the front are removed, leaving a sharper profile.
We will see this same effect in other situations below.

More information on these simulations is given in Figures 2 and 3. In Figure 2, we plot
mass storage of substrate in solution at time ¢ (days) for all of the cases listed above; that
is, we are plotting

f(t) = /ﬂ #S(z, t)dz.
Here, f is in milligrams of substrate. Note that, in all cases, f is a decreasing function of
time, and f increases with increasing retardation factor. The decrease in f with time is due
to biodegra.da.tion. and flow of substrate out of Q; recall that we assume no substrate flows
into the aquifer, since this boundary is rich in dissolved oxygen. The increase in f with
Rs shows that, in all cases, the slower outflow of substrate caused by increasing adsorption
rates dominates any increase in biodegradation due to overlapping of dissolved oxygen and
retarded substrate. This is obvious from comparing the position of the fronts in Figures

la-le. A closer look at the relationship between adsorption and biodegradation is given in
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Figure 3. In this figure, we plot the amount of substrate mass biodegraded versus time,
given by (see (16))

g(t) = —/ot/nang‘RS(O,s, B)dzdt.

In this equation we have two competing terms, R5' and RS. For Rs = 1, the overlap
between dissolved oxygen and substrate is very narrow, causing RS to be zero over a large
portion of the space-time domain. For Rs increa.sihg but still close to one, the reaction
zone grows, enlarging the area over which RS is nonzero, and thus increasing g. Eventually
though, R3' dominates, that is, a threshold retardation factor is reached where adsorption
severely limits the amount of substrate mass biodegraded. This is verified in Figure 3. For
cases [-IV, g increases with retardation (at any fixed time); however, in case V, which has the
highest mean retardation factor, we see a decrease in mass biodegraded. In fact, g in case V
lies between the case III and case IV values. We found by numerical experimentation that,
for this particular problem, ¢ increases with retardation up to Rs ~ 3, where adsorption
begins to dominate, and from this point on, mass biodegraded decreases with increasing

retardation. In general, this threshold retardation factor will vary with the soil conditions.

We next consider a more realistic scenario, with flow through a vertically stratified
cross-section of a porous medium. A hydraulic conductivity field was generated which
is representative of typical aquifers in the U. S. Gulf coastal region. In this field, the
conductivity varies from 1+ 10~5 to 5 « 10~3 cm/sec, with arithmetic mean value of 1.9 »
10=3 cm/sec. A contour map of the hydraulic conductivity K(z, y) is given in Figure 4.
In Figure 5, we show the substrate solution at 125 days with Rs = 1 and no aerobic
biodegradation, that is, we assume no dissolved oxygen is present in the system. In Figure 6,
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we show the same solution with biodegradation. Note that the protruding finger in these
figures corresponds to flow in the higher hydraulic conductivity zone. Also, comparing
Figures 5 and 6, we note that little biodegradation has occurred, since physical dispersion
is low and dissolved oxygen and substrate are moving at the same speed. In Figure 7 and
Figure 8, we do the same comparison for Rs = 2.73, that is, Case II above. We see that a
substantial amount of biodegradation has occurred. These results agree with the results of

Figure 3 above. We also note that the biodegraded fronts are steeper than those without
AR R R AR R AR R AR AR AR RN RN AR SARNRRERRRRASRRRRRRA]]
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Figure 6: Substrate solution at 125 days, stratihed medium, Rs = 1, with biodegradation.
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Flgure 7: Substrate solution at 125 days, stratified medium, Rs = 2.73, no biodegradation.
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Figure 8: Substrate solutxon at 125 days, stratified medium, Rs = 2.73, with biodegrada-
tion.

E

biodegradation.

Convergence of the substrate solution under mesh refinement is studied in Figures 9
and 10. Here we have taken the same physical data used to generate Figure 8 above and
performed simulations with 82 by 48 and 91 by 70 nonuniform grids. As seen in these
figures, the substrate front sharpens as the mesh is refined. However, the 82 by 48 and 91

by 70 solutions are virtually identical.

—

)) 5.0

Figure 9: Substrate solution at 125 days, stratified medium, Rs = 2.73, with biodegrada-
tion, 82 by 48 mesh.

21






......... llllllIIIIlllllllllllllllllIlllllllllllllllllllllllllllllllllIIIIIIIIIIIIIllllllllllllllllllIlIIIlIIIIIllllllllllllllIIIIIIIIIIIIIlllll

Figure 10: Substrate solution at 125 days, stratified medium, Rg = 2.73, with biodegrada-
tion, 91 by 70 mesh.

The dissolved oxygen solution corresponding to the substrate solution in Figure 8 (strat-
ified porous medium, Rs = 2.73) is plotted in Figure 11. The figure shows that, as expected
in this case, dissolved oxygen essentially fills the region void of substrate.

We have also considered the microbe solution for this case. Based on the mesh refinement
study (Figures 8-10) above, the substrate solution for this problem is convergent on relatively
coarse meshes. We have found by experimentation, however, that a truly accurate picture
of the corresponding microbe solution requires very fine spatial mesh. In general, under
the assumption of the Monod kinetics, the microbe solution is extremely sensitive to small
variations in the hydrocarbon and oxygen solutions, at least for the values of reaction
parameters chosen here. This sensitivity can be seen more clearly by the following argument.
Holding substrate and dissolved oxygen concentrations fixed over a small time interval

[r,7 + €], one can show, by solving (18) analytically, that,

B(z, Y, T + €) = ea(:.V)C [ Bg + B(z, Y, r)} -—

a(z,y) (24)

g
o(z,y)’

where

o(z,y)=k-F- (Kss-ﬁzt(yz?, y)) . (Ko(?l-(zO’(y-‘zy y)) -6

Thus, for regions where @ > 0, which is usually the case when both substrate and dissolved
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oxygen are present, the solution B grows by an exponeatial factor. Thus, one can see that
small variations in @ can lead to large variations in the solution B.

In the stratified medium presented above, the predominant growth zones for microbes
are the transition regions between higher and lower conductivity; these regions are also
where a in (24) varies the most. The microbial growth is higher in these zones because
the flow patterns dictate that substrate from the lower conductivity layers feeds into the
higher conductivity layer, where dissolved oxygen is present. Eventually, the dissolved
oxygen front in the lower conductivity zones catches up with substrate; however, in the
transition regions o is positive for a substantial period of time, during which microbes
grow exponentially. Since physical (especially transverse) dispersion in this case is assumed
extremely low, the microbe solution exhibits very sharp “peaks” in these transition zones.
This effect is exhibited in Figure 12. Here we plot the microbe solution at 125 days for
the stratified porous medium with constant Rg = 2.73, at z = 40 feet, for three different
meshes. The meshes used were 119 by 97, 159 by 114, and 164 by 155, with most of the
grid blocks concentrated in and around the higher conductivity layer. The solutions exhibit
two very sharp peaks, corresponding to the two transition zones between higher and lower
conductivity (see Figure 4). The peak becomes sharper with each mesh refinement, but
the solutions appear to be converging. Inside the higher conductivity layer, more moderate
microbial growth occurs, while outside these regions, microbes are essentially dormast. This
phenomenon of microbial growth in transition zomes between higher and lower hydraulic
conductivity layers has also been observed in the laboratory [29].

In Figures 13, 14, and 15, we have plotted the substrate solutions at 125 days for the

stratified porous medium, with f,. as given in III-V, respectively. Comparing these results
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Figure 11: Dissolved oxygen solution at 125 days, corresponding to substrate solution in
Figure 8, stratified medium, Rs =2.73.

! I
vin
[
— 11297 adiribm
----- 1114 whiibem
- =t ihY  wdiun
)
LAY

jd

Figure 12: Microbe solution along z = 40 feet at 125 days for three different meshes,
stratified porous medium, Rs = 2.73.
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Figure 13: Substrate solution at 125 days, stratified medium, variable f,., mean Rg = 1.2.
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Figure 14: Substrate solution at 125 days, stratified medium, variable f,., mean Rg = 2.7.

ll”ll”lfll”l”lllll”lll”lllllllllllllllllllllll”llllfll”llllll“lllll”llllffll”ll”lf

Aaerapenrnnndtaangy)

llllllllll[IluLlllIlllllllllIlllllllllllllllllllllll
Substrate Concentration, mg/¢

Figure 15: Substrate solution at 125 days, stratified medium, stratified f,..
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Figure 16: Substrate solution at 250 days, K varying statistically, constant f,,, Rs =1.
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Figure 17: Substrate solution at 250 days, K varying statistically, variable f,., mean Rg =
1.2,

to those given in Figures 6 and 8, we see that, for these runs, the dominant effect on the
flow is the high conductivity layer.

In our final set of simulations, we consider a conductivity field K(z,y) generated statis-
tically, again using the Moissis code. In these runs, the statistical mean of K is 1.9+ 10—3
cm/sec, the minimum value is 3.9+ 10~4, the maximum value is 8.1 » 10~2, and the standard
deviation is 3.07 » 10~3 c¢m/sec. The correlation length is 10 feet in the longitudinal direc-
tion and .24 feet in the transverse direction. We will again examine the relative effects of
conductivity and organic carbon variations. First, the substrate solution for f,. = 0 at 250
days is plotted in Figure 16. We compare this solution to Figure 17, which corresponds to
stafistica.lly varying fo. as described in III above, Next, the substrate solution for foe =.001
at 250 days is plotted in Figure 18. We compare this to the substrate solution in Figure 19,

which corresponds to IV above. Note that, while differences in the solutions are definitely
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Figure 18: Substrate solution at 250 days, K varying statistically, constant foer Rs = 2.73.
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Figure 19: Substrate solution at 25 days, K varying statistically, variable foey mean Rg =
2.7.

observed, qualitatively the solutions are very similar. Thus, conductivity variations still
seem to be dominating factor. We now consider stratified foe (V). In Figures 20-22, we
show the substrate solutions at 250, 375, and 500 days for this case. We see that these

results are qualitatively similar to the result in Figure le above, where conductivity was

constant. Thus, retardation variations seem to dominate in this situation.

pradpanepnanaengont
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Figure 21: Substrate solution, K varying statistically, stratified focs 375 days.
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Figure 22: Substrate solution, K varying statistically, stratified foe, 500 days.

5 Conclusions

An efficient numerical method has been presented which can be used to study the fate
of soluble organics under the influence of enhanced biorestoration. This method treats
systems of transport-biodegradation equations by operator splitting in time. Transport is
approximated by a finite element modified method of characterisics. The biodegradation
terms are split from the transport terms and treated as a system of ordinary diﬁ'erentialv
equations. 28 The method has been applied to a typical enhanced biorestoration scenario,
where dissolved oxygen is introduced into a contaminated aquifer. The effects of spatially
varied hydraulic conductivity and organic carbon content (sorption) on the fate of soluble
organics has been studied. We now summarize the results of this study, which are particular
to the cases considered and to the mathematical model, but may also give insight to other

practical problems of interest.
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We assumed an aquifer uniformly rich in organic carbon and substrate, and introduced
dissolved oxygen to the system through an inflow boundary. Thus, a reaction zone devel-
oped, whose width depended on the levels of diffusion, dispersion, and substrate retarda-
tion. We assumed fixed diffusion and dispersion, and studied only the effects of retardation.
When the retardation factor was high, dissolved oxygen moved at a faster rate than sub-
strate, and overtook it, allowing for biodegradation to occur over a larger spatial region. In
addition, sharper substrate concentration fronts were observed. The following two mecha-
nisms caused these sharp fronts to develop. First, effective dispersion (D/Rs) was decreased
with increased retardation. Second, due to the increased overlapping of dissolved oxygen
and substrate, the smooth edges of the substrate front were removed by biodegradation,
leaving a sharper profile.

The simulations on the interactions between adsorption and biodegradation showed that,
within a certain range, higher adsorption rates resulted in more substrate mass biodegraded.
However, when the retardation factor increased above a threshold level, the substrate mass
biodegraded decreased with increasing adsorption rates. This threshold level should vary
with the soil conditions. When the sorption rate increased past this level, a significant
amount of substrate mass was adsorbed and became unavailable to microorganisms.

Based on several numerical experiments, spatially varying hydraulic conductivity and
organic carbon content had significant influence on solute transport. Not surprisingly,
however, the dominant effect on the distribution of soluble organics in most cases was the
spatial pattern of the hydraulic conductivity field.

Finally, in a vertically stratified porous medium with a higher conductivity layer sand-

wiched between regions of lower conductivity, the growth of microorganisms was predomi-
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nant in the transition areas between higher and lower hydraulic conductivity. This occurred
because dissolved oxygen quickly filled the higher conductivity layer, and substrate was con-

tinually fed into this layer from the regions of lower conductivity.
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